There is a magic in every beginning. This well-known quotation from Hermann Hesse always comes to mind in supervising different project teams of the TUM: Junge Akademie (TUMJA). It's characteristic of magical events that they could not be explained in full, but there are some, even essential, ingredients helping to make the magic. First of all the concept of TUMJA has to be mentioned. Choosing and combining students from different domains or faculties brings together different perspectives, different methods for solving problems in an interdisciplinary manner. The students themselves decide on the problems which they want to solve during their two-year projects concerning social issues: projects with subjects like “science goes public” or with health issues within the university or even within the community. This procedure can also be considered an important source of the magic: choosing a problem and starting a project establishes commitment among the students.

In this case the team of the project EvaluaTUM wanted to improve the current evaluation system with a central question in mind: could it be useful to develop the evaluation instrument in such a way that it improves the communication between teachers and learners by direct feedback? And does this help to improve the seminars, lectures and courses, too? Both a simple and a complicated question including tricky and complex issues: different faculties, different domains, different methods for teaching, different personalities on teaching and learning sides, different experiences and many other factors in this multifaceted field.
Choosing the top-down approach for their evaluation project the team of EvaluaTUM convinced two faculties to take part in this project. They developed evaluation instruments in each case with specific questions concerning alternative response times during the lecture, the students participating in the evaluation, the length of the questionnaire, and the basic tools (paper/pencil vs. digital). They were theoretically convinced that these factors, among others, have an impact on the evaluation concerning the feedback quality. Would it have been better to look for examples of best practice using the common instruments for systematically identifying the leading factors for success, a bottom-up analysis? But this would be a time-consuming and methodologically sophisticated approach, so the students used this more suitable one. They worked in an impressive way independently, enthusiastically and with discipline obliged by the fact that some of them were located abroad as guest students. Confronted with a difficult task, the students did a great job. Even though the results cannot be generalized, they are helpful for thinking about previous practice in relation to the current evaluation system. They proved the impact of some factors they had presumed: the length of the evaluation questionnaire, the possibility of answering open questions, the effect of a provided timeframe.

In the end of the evaluation project, another essential ingredient of the magic start is worth mentioning: the dream and the hope of solving an identified problem. It isn’t solved but the results show that it was highly worthwhile to consider it seriously.
No Excellence without Evaluation

It might seem evident that lectures in general need constant improvement. This also applies to the best lectures. The Technical University of Munich is often said to be excellent – not only in research – but also in teaching. This excellent teaching needs evaluation – constant, outstanding evaluation. Considering all the excellence of TUM, the question might arise why their professors – the smartest and most educated people – need evaluation for teaching?

Obviously, for the last 150 years, professors have been teaching at TUM. Also obvious, not only professors teach at universities. Many lecturers are doctoral students and thus are right at the beginning of their careers. This implies that they still need and want to improve their teaching skills. Although professors are already experienced lecturers and highly educated, there are reasons why a steady evaluation is necessary.

A professor’s job consists mainly of two aspects: research and teaching. Nevertheless most of them see themselves mainly as scientists – not as lecturers – and thus focus more on the former of the two tasks. Therefore training of lecturers is essential.

Unfortunately some lecturers ignore the evaluation process. Luckily they are a minority. Their point of view is: “I am the expert, so I know best what and how to teach.” Within this sentence, they ignore several points. Firstly, many students do not comprehend the content as fast as professors. Hence, the students’ input is essential. As nobody is perfect, improvement is always possible, especially for teaching students. Perhaps the most important point has nothing to do with the lecturers themselves. Nowadays, everything develops fast. New teaching strategies develop rapidly but not every strategy suits every content of teaching. As students listen to many lectures, they see a lot of different teaching approaches every day. Therefore, they can give valuable feedback. Moreover, not only the methods of teaching change, but also the contents. From this it is evident that even the best lecture concept has to be improved and adapted continuously. Especially, at a so-called excellent university. Therefore it always needs outstanding feedback and evaluation.

Contrariwise, the feedback rates at TUM show that there is still room for improvement in the field of lecture evaluation. The members of team EvaluaTUM tried to tackle this potential in their research.
Low Feedback Rates are not the Students’ Fault!

Every semester, lectures at TUM are evaluated. The aim is clear – improvement of the classes. Unfortunately, many lecturers and administrative staff complain about incredibly low feedback rates. They highlight the students’ low motivation and disinterest. But NO. The low feedback rates are NOT the students' fault!

First of all, we – a group of students – need to clarify that none of our colleagues ever refused to give feedback. Whenever lecturers ask how to improve their teaching, they will get the student’s honest opinion about their course. Criticizing bad courses makes a student feel less helpless, hoping that the second half of the semester will get better. Similarly, replying positively to a class means possibly suggesting the lecturer for a teaching award. Motivation from the students’ perspective does exist and is even quite high! Therefore, the low participation must have different reasons. It looks as if the real problem is a structural one!

Also technical issues need to be overcome: Instead of clear and structured processes, online evaluations are sent via email, and students also receive many other emails every day. Sometimes, one mail per evaluation form is required, leading to a huge number of emails in the inbox. Of course, the motivation to click all ten or twelve links is low. One link for every lecture, one link for every exercise, and one link for the labs. These anonymously sent requests for feedback make a student think: “Spend the next two hours with ‘EvaSys’?!” But emails containing the evaluation requests are patient – they can wait. If necessary, forever… NOT on purpose. It just happens because of the inbox’s nature.

If students remember to fill out the survey, they get a bunch of questions with scales from one to five. After half a page, every student starts to tick intuitively. As the questionnaire seems never ending, the second page is ticked with less thought. Attentive students notice that question 29.6 on page 4 is the same as question 2.5. Also the layout – grey and the newest design from the 90s does not help to keep the initial motivation. After the pages of single-choice questions, the students’ motivation is finally gone. The problem is that the last page contains the most helpful part for the lecturer: The open-response questions.

The motivation of the lecturers sometimes seems to be similarly high as the students’ after five pages. As most of the lecturers do not give time for filling out the online questionnaire during the class, it feels like giving feedback is a waste of time. Some do not know the exact evaluation deadline! Additionally lecturers often do not discuss the results. Maybe the results are handed out too late – but motivated lecturers could even discuss the previous year’s results in order to show their interest in improvement.

To conclude, accusing the students for low feedback rates might be a little bit too easy. But in reality, all lecturers can motivate their classes by allocating time for the evaluation itself and reviewing the results together with the students. In addition, the administration could try nicer layouts as well as shorter questionnaires with more focus on free-response questions. To show the influence of these aspects, EvaluaTUM conducted some research.
The Influence of Three Different Factors on Lecture Evaluation at TUM

Abstract
To ensure high teaching quality, a good and constantly adapted lecture evaluation is necessary. Technical University of Munich (TUM) has therefore developed a complex evaluation system within the scope of their quality management. Considering the existing system, this report shows that small changes in variables can improve the return rate and feedback quality of lecture evaluations. Analysed independent variables are the time slot given to complete the questionnaires during lectures, the chosen evaluation media (online vs. paper based) and a modification of the questionnaire in terms of length and question type. Therefore, we implement three case studies to validate the following three hypothesis:

1. Giving students time to fill out the questionnaire in the middle of the lecture leads to significantly higher feedback rates compared to not motivating the students during the lecture.
2. Online evaluations increase the return rate in comparison to paper-based evaluation if both are conducted similarly.
3. A shortened evaluation questionnaire with focus on open questions contains more feedback than a questionnaire with focus on single choice questions.

The collected data shows in the first place that the middle of the lecture seems to be the best point of time for maximizing the feedback rate. Secondly, online-based evaluation does not significantly influence the response rates, although more students are reached, i.e. students who do not visit the lecture that specific day can also participate. Thirdly, a shorter questionnaire with focus on open questions improves the feedback quality.

From the latter two points one can derive that small changes in the current lecture evaluation system at the TUM may lead to significantly improved lecture evaluations. Many instances of TUM have already reported their interest to our results in order to improve the evaluation system. One faculty already initiated the rethinking process of their evaluation sheets due to this project.

Introduction
Motivation
Universities are places where research meets higher education and thus lecturers must manage both the scientific research of highly
complex contents as well as giving lessons to students. In teaching, they have to consider various aspects: e.g. keeping lectures up-to-date, breaking down complex topics, and being available for their students. To achieve these tasks and to be able to offer an excellent teaching at the university, feedback loops are essential. Feedback from the students to the lecturer is mostly given by evaluation questionnaires. However, with a high variety of subject areas and lecture types, the range of evaluation means and forms is very wide. There are e.g. classical lectures, practical courses or seminars given by a single or multiple lecturers. When creating and implementing a questionnaire several questions occur:

- Which type of question is optimal for the goal of this questionnaire?
- What is the best ratio between open questions and single-choice questions?
- What is the optimal length of a questionnaire?
- How can one achieve a reasonable return rate?
- How can one ensure a comparability of the lecture feedback?

Besides these uncertainties in the questionnaire development, especially at larger universities, the implementation of general feedback loops is difficult and can be interwoven with the whole system. Due to this high complexity, there is always room for (small) improvements of these feedback-loops. A survey among student representatives at the Technical University of Munich (TUM) confirms improvement potential (Fig. 1). The following report presents the influence of selected levers to increase the feedback quality.

**Current System at TUM**

At the paper- and online-based questionnaires are typically used including demographic and general questions as well as open questions with room for individual feedback. The evaluation process at TUM consists of three steps. The base is built by the evaluation of courses. Additionally, the degree programs and the entire faculties are evaluated.

To perform the evaluation process, the faculties have responsible employees for quality management. They are supported by the “TUM Center for Study and Teaching - Quality Management, Legal Division and Communications” at university level. A third player within this process is “ProLehre”. They help lecturers to interpret the results and develop plans to improve teaching. Additionally, they perform Teaching Analysis Polls in classes, where the number of students is so low that evaluation forms are not anonymous anymore. [30]

![Fig. 1: Response of the students’ representatives of 11 out of 21 different faculties to evaluate the lecture evaluation quality (survey of EvaluaTUM, [7])](image)

The development of the evaluation forms is each faculty’s responsibility. However, there are approximately eight mandatory questions, which each questionnaire must contain. They are important for comparability. The class evaluation takes place either online or paper based with evaluation forms from EvaSys. Some faculties even use a hybrid system. A survey among the student representatives of different faculties shows the high variation of evaluation media used (Fig. 2). Similarly, course evaluations take place at different points of time within the semester, but also within a lecture. The above mentioned survey points out that some faculties evaluate during the lectures, whereas others rely on the students’ evaluation at home (Fig. 3).

In addition to the system at TUM, we were able to experience personally the evaluation systems at Kungliga Tekniska Högskola (KTH) in Stockholm as well as the Eidgenössische Technische Hochschule in Zurich. Derived from all these possible realizations of evaluation and the current implementation at TUM, our main
Problem Formulation
To obtain significant evaluation results, a large number of students should participate in an evaluation (Rantanen 2013). In order to increase the occasionally low feedback rates, modifications in the current evaluation method are necessary. Our overall goal can be described as the suggestion of changes, resulting in higher response rates and a more quality feedback outcome in the lecturers' view in order to maintain the full feedback loop. Considering the complexity of the whole lecture evaluation process stated in the first part of the introduction, the leeway for changes is very limited. This leads to the project’s research scope: Investigating possible modifications of lecture evaluation within the current system at TUM and specifying their impact.

Literature Review
The following section gives an overview about important results that have been presented in the literature.

Reliability and Information Value of Evaluations
Standardized evaluation questionnaires require a high reliability of the measurement. Even if the participants of an event give different evaluations, the results are stable on average over the survey methods, measurement dates and groups of people [20,24]. As a long-term study (6024 courses, 195 lecturers, 31 courses of study, 13 years) has shown, the results are very stable even if different students evaluate the courses several times over a longer period of time [17,18]. This shows that the evaluations of 74% of the lecturers changed only slightly. Evaluation results are stable even after completion of evaluations. An analysis of 6 individual studies shows that the variances in evaluations by current and former students are identical at about 48% [8]. A further study, in which 100 events were evaluated in a contemporary way and years later, shows a variance of 69% [19].

Implementation and Response Rate
In order to optimize the significance of evaluation results, as many students as possible should participate in an evaluation. About 15 completed evaluation questionnaires are needed to make an evaluation result generalizable [24]. Rinderman and Schofield [25] as well as Kreiter and Lakshman [11] also stated that the evaluation results of about 15 persons are needed to make generalizable statements about the quality of a course. In general, the participation rate in evaluations is far below 100%: according to studies
between 30% and 70% of the students that take the class [1,3,6]. This also holds for the TUM, where according to our first study [7], the response rates vary from 3% to 90% among different disciplines and module levels.

Students are more likely to participate in evaluations if they believe that the lecturers will implement the evaluation results in their lectures [4]. As one study shows, an event should be evaluated by only 15 randomly selected participants to make the results more meaningful [11].

The used media (online vs. paper questionnaires) has almost no influence on the evaluation results [6,12,28,30]. At TUM, faculties evaluating with paper seem to have higher response rates than the ones using online evaluation [7]. The time of evaluation during the semester also plays only a minor role. Studies show minimal positive effects when an evaluation was carried out in the middle of the semester [5,14].

**Interpretation of Evaluation Results**
In principle, evaluation results are only guidelines for the lecturers. They also lead to a whole range of emotions of the lecturers (e.g. discouraged, frustrated, angry, motivated, satisfied). Often it is the case that free comments contain hurtful statements [9,15]. Evaluation results do not necessarily lead to an overall improvement of an event. As a study from Germany (3122 evaluation sheets, 12 lecturers, 4 semesters) shows, the quality of a course does not improve despite repeated evaluation [10]. With additional didactic counselling and further education offers, lecturers receive the necessary background knowledge to be able to implement evaluation results accordingly.

**Open Feedback Questions**
A less frequently used method to design questionnaires is the use of open response questions. For these types of evaluation forms, only little research has been done [2]. Nevertheless, open questions might be an important aspect to design evaluation forms as well as to specify improvement possibilities. This paragraph summarizes the most relevant aspects. The percentage of students responding to open questions varies significantly from 10-70% [2,22]. The length of the responses depends also on the medium: Online questionnaires lead to greater participation in open questions and to longer comments [27]. A higher percentage of comments is generated by short questionnaires [27]. Oliver et al. [22] as well as Zimmaro [31] observe that positive comments prevail in comparison to negative comments. Moreover, positive answers tend to be more general, while negative aspects are rather specific [31]. Although lecturers prefer to interpret individual comments, they are more difficult to interpret [13]. According to Alhija and Fresko [2], the students’ answers often comment on the courses’ conceptual contents and state specific weaknesses of the course context. This might lead to the assumption that open questions are used for more specific, rather critical feedback which cannot be covered by standardized single-choice questionnaires.

**Research Question**
As the lecture evaluation system at TUM is interconnected with the accreditation process of the single degrees, the overall structure of the evaluation process is rather strict. Thus, the range of possible modifications are limited and only minor changes can be implemented. To obtain more significant results from evaluation at TUM and to increase the response rate within the given frame at TUM, we will focus on three questions:
1. Does the point of time to fill out the questionnaire in the middle of the lecture lead to significantly higher feedback rates compared to not motivating the students during the lecture?
2. Will online evaluations increase the return rate in comparison to paper-based evaluation if both are conducted similarly?
3. Does a shortened evaluation questionnaire with focus on open questions contain more feedback than a questionnaire with focus on single choice questions?

All three research questions imply rather small changes of the current evaluation system, but will nevertheless provide interesting insights in the complexity of evaluation. Also, these three aspects can be decided by the faculties or the lecturers themselves and therefore do not need big changes.

To answer the questions, the project group carries out three case studies. In the following, the methods and results for the three aspects are presented.

**Methods**
In this section, the scientific approaches for our research are described. Firstly, we briefly explain how we identify potential in the existing evaluation system. This section is followed by three sections describing the methods used for each research question, respectively.
2. Impact of the Evaluation Medium
To compare the impact of the evaluation medium used (online vs. paper based evaluation), we use Welch’s t-test. This test compares the means of two different groups of different sizes. It assumes that these means are the same. The p-value expresses the probability to see our or more extreme data given that the former assumption is true. A small p-value suggests that this assumption does not hold and the means differ. By convention, a p-value less than 0.05 is said to show a statistically significant difference.

3. Questionnaire Design
For the third study, we compare an existing questionnaire (shown in figure 04) at the department of chemistry at TUM with a new questionnaire designed by our team (depicted in figure 05) in one lecture with 80 students. The current questionnaire consists of a double sided A4-paper with 36 single-choice questions and about one fourth at the end of the second page were filled with two open text questions. The modified questionnaire is also one double sided questionnaire but except for the first question about the study program, the first page contains only the same two open questions. The second page is composed of 12 single choice questions which are considered as essential for a general evaluation according to TUM guidelines or the faculty of chemistry. This leads to a shortened questionnaire with a distinct focus of open-response questions.

In order to obtain unbiased results we hand out the questionnaire versions alternating the seat rows in the lecture hall. We do not make any announcements regarding the different evaluation sheets beforehand to avoid students recognizing the two versions. Almost no students recognized that there have been two kinds of questionnaires.

One week later, we perform a TAP evaluation to get a ground truth for the feedback which the students wanted to communicate. The

---

**Feedback rates** depend on the reference participation number. Therefore, we measure it in two ways. Firstly, we compare the number of filled evaluations against the number of students registered for the lecture. As there are students only formally enrolled for a lecture, the ratio of filled forms with registrations for the exams is used as a second measure. Bias arises as some of the students take classes, but write the exam one semester later. Especially modules which run over two or more semesters are a problem. Classes, where this is the case, were not used for the second measure.
TAP is a qualitative method for interim evaluations, during the semester. The TAP is moderated by an external person and the lecturer should leave the lecture hall in order to maintain anonymity. The process can be summarized as follows:

1. **Formation of Groups**: Students are divided into small groups (between 3 and 7 people). Morgan showed, that large group sizes do not contribute to the results [21]

2. **Questioning and Group Discussion**: The moderator poses three questions to the students. The students have 10 minutes to discuss their opinions.
   a. Which aspects of the course do you consider as beneficial for studying?
   b. Which aspects of the course do you consider as an obstacle for studying?
   c. Which suggestions to improve the lecture do you have?

3. **Documentation**: Using key points, the students note their answers. The moderator collects the answers, clarifies ambiguous and misleading statements and reformulates them accordingly. His task is called “Formulating interpretation” [16]

4. **Analysis of the Data**: The moderator determines coding units during the collection of the data. By means of these coding units, the answers are grouped and sorted, after the TAP data collection is completed.

5. **Feedback to the Lecturer**: The first feedback is given by email, promptly after the TAP

6. **Feedback Meeting**: This meeting is conducted according to the “Consultative approach” [23]. The agenda includes the discussion of the lecturers self-reflection and the results of the TAP. The moderator and the lecturer develop together strategies for improvement.

This method has certain advantages: Context-related quality characteristics are captured. Furthermore, the evaluation (TAP) and consultancy is connected. This is very important for effectiveness. Unfortunately, the evaluation results depend on the TAP moderator. Different moderators may weigh opinions subjectively, which results in a non-standardized analysis of the answers.

For our research, the procedure is slightly adapted: The students paired in groups and posted their negative and positive aspects on tweedback. The documentation, moderation and data analysis are replaced by “Likes” on tweedback, indicating the relevance of each aspect. This leads to a list of negative and positive aspects as well as improvement suggestions, ranked by importance.

**Results**

In this section, we present the results for all three case studies. We begin with the effect between paper- and online-based evaluation in general to see if the medium used has a significant impact on the number of participants. Secondly, we compare the different groups within online evaluation to assess how the response rate can be
maximized. As a third part, the quality of answers received from two different questionnaires are compared.

First, for the former two studies, we removed two outliers from our data set. Due to very few exam registration, the corresponding response rates exceeded 100% and therefore do not provide a meaningful measure. Thus, a total of 15 lectures have been analyzed. In 4 lectures no time was given to fill out the questionnaire. 5 Lectures provided time around the middle of the lecture and 6 lectures at the end of the lecture. We also collected corresponding numbers of paper evaluation the preceding year.

1. Effect of Provided Time Slot
The provided time for filling out the evaluation questionnaire varies strongly at TUM. We analyze how the different ways of performing online evaluation affect the response rate. The boxplots in Fig. 6 and Fig. 7 present the different response rates measured with respect to lecture registrations and exam registrations respectively. The color and x-axis show the group (no time provided, time provided around the middle of the lecture, time provided at the end of the lecture), whereas the y-axis depicts the corresponding response rate. As described in Methods, we use Tukey’s HSD test for significance testing.

Fig. 6: Response rate with respect to lecture registrations of the investigated lectures, grouped by the time provided to answer the questionnaire

Fig. 7: Response rate with respect to exam registrations of the investigated lectures, grouped by the time provided to answer the questionnaire

If the response rate is measured with respect to lecture registrations, we find that significantly more students fill out the questionnaire when time is given in the middle of the lecture compared to none (p-value 0.014). On average, the response rate was increased by 26 percentage points. With a p-value of 0.068 we have strong reasons to believe that similar conclusions can also be made for time provided at the end of the lecture, however still not being significant at 0.05 level. We can also identify a small trend suggesting that providing time in the middle of the lecture might be better than in the end. These findings presented in table 1 are, however, only small and not statistically significant for the provided sample size.

The same conclusions can also be drawn if exam registrations are taken as a basis for calculating the response rate (Table 2). In this case both time in the middle and at the end significantly increase response rate at significance level 0.05. Thus, our findings are independent of the two used definitions of response rate.

Finally, we can conclude that in order to receive feedback from most students during an online evaluation, each lecturer should provide time around the middle of the lecture for the students to fill out the questionnaires. On average the response rate increases by more than 25 percentage points with a 95% confidence interval between 5 and 48 percentage points.
### Table 1: Results of the case study investigating the effect of provided time slot, based on response rates with respect to lecture registrations

<table>
<thead>
<tr>
<th></th>
<th>Mean Difference of Response Rates</th>
<th>p-value</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Middle of Lecture vs. End of Lecture</td>
<td>-0.076</td>
<td>0.536</td>
<td>Not significant</td>
</tr>
<tr>
<td>No Time vs. Middle of Lecture</td>
<td>0.260</td>
<td>0.014</td>
<td>Time provided around the middle of the lecture significantly increases response rates compared to not providing time at all</td>
</tr>
<tr>
<td>No Time vs. End of Lecture</td>
<td>0.184</td>
<td>0.068</td>
<td>Not significant</td>
</tr>
</tbody>
</table>

### Table 2: Results of the case study investigating the effect of provided time slot, based on response rates with respect to exam registrations

<table>
<thead>
<tr>
<th></th>
<th>Mean Difference of Response Rates</th>
<th>p-value</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Middle of Lecture vs. End of Lecture</td>
<td>-0.063</td>
<td>0.655</td>
<td>Not significant</td>
</tr>
<tr>
<td>No Time vs. Middle of Lecture</td>
<td>0.271</td>
<td>0.013</td>
<td>Time provided around the middle of the lecture significantly increases response rates compared to not providing time at all</td>
</tr>
<tr>
<td>No Time vs. End of Lecture</td>
<td>0.208</td>
<td>0.045</td>
<td>Time provided at the end of the lecture significantly increases response rates compared to not providing time at all</td>
</tr>
</tbody>
</table>

### 2. Impact of the Evaluation Medium

Using the collected data, we assess if online evaluation gives a higher feedback rate than paper based evaluation. The summarized data is shown in table 3. Paper based evaluation was conducted in winter semester 2018/19 and online based evaluation in winter semester 2019/20.

It seems more comparable to use the online evaluation “with time” as comparison. While it is unknown at which times during the lectures paper based evaluation was conducted, it is generally hard to do a paper based evaluation outside the lecture. In this case an online based evaluation increased the mean response rate by 9 percentage points. With p values of 0.20 (w.r.t. lecture registration)

### Table 3: Results of the case study investigating the impact of the evaluation medium

<table>
<thead>
<tr>
<th>Group</th>
<th>Response Rate w.r.t. Lecture Registrations</th>
<th>Response Rate w.r.t. Exam Registration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper based evaluation</td>
<td>35.4%</td>
<td>39.9%</td>
</tr>
<tr>
<td>Online based evaluation</td>
<td>39.1%</td>
<td>42.1%</td>
</tr>
<tr>
<td>- No time provided</td>
<td>23.0%</td>
<td>24.7%</td>
</tr>
<tr>
<td>- With time provided (at the middle or end of lecture)</td>
<td>44.9%</td>
<td>48.4%</td>
</tr>
</tbody>
</table>

Table 3: Results of the case study investigating the impact of the evaluation medium
and 0.26 (w.r.t. exam registration) this difference is not statistically significant.

If, however, the lecturer does not provide a time slot during the lecture, response rates drop by 12 (p value: 0.05) and 15 percentage points (p value: 0.04) respectively. Those findings are statistically significant. However, as argued, this is less meaningful since both provided time and medium are changed.

All in all it seems that an online based evaluation conducted under similar circumstances increases the response rate slightly, but not significantly. The hypothesis of declining number of responses could only be proven if no time was offered to fill out the questionnaire during lectures.

**3. Impact of Question Types**

In this section, we compare our results that have been conducted at the faculty of chemistry. As mentioned above, we will qualitatively compare two versions of an evaluation questionnaire with the performed Teaching Analysis Poll (TAP) and highlight the most important results: The current form focuses on single choice questions, while the modified form is shortened and focuses on open questions.

Firstly, we compare the replies from the open questions of the two questionnaires. It is noteworthy that the overall amount of answers to open questions has tripled from the current (29%) to the modified questionnaire (79%). Moreover, the respondents used about 2.5 times more words in the modified survey in comparison to the current questionnaire. Not only did the participants write longer and more answers; it should also be noted that the number of presented positive arguments has nearly tripled.

Subsequently, we present the results of the single and multiple-choice questions. Overall, we discover that the results of both questionnaires regarding the single choice questions are relatively similar, even though the current survey has its focus on single choice questions and the modified questionnaire has considerably less questions of this type. For example, a question regarding “The lecturer shows interest in the learning success of his students” has been graded in both questionnaires with an average of 1.6. Furthermore, one question regarding the “Interesting contents” was graded with an average of 1.6 in the modified survey. The questions regarding this context in the current questionnaire were marked with an average of 1.8 ("Interesting topics"), 1.4 ("Interest of the student"), 2.3 ("suitable contents").

Finally, the results of TAP are compared with the two questionnaires. Altogether, it can be said that answers to the open questions in the modified questionnaire are much more comprehensive than the answers in the current version.

**Discussion**

**General**

As each case study was only conducted at one single faculty, the sample size is small. If needed, our findings should be confirmed using a larger sample size and including multiple faculties.

**1. Effect of Provided Time Slot**

As expected, our study shows that providing time within the lecture to fill out the evaluation form influences the feedback rate positively. This is also underlined by the response rates expected by [1,3,6]: The response rates with no time slot for evaluation provided fall remarkably below the average values of 30-70%, while the response rates with time provided fall in this range.

Although the case study was explained to the lecturers and even though we were in contact with lecturers and students, it is not entirely sure if the time slot for evaluation was provided as described. To increase the results’ accuracy, we check the timestamp of every lecture. To give an example, in one lecture, that was assigned to provide time in the middle of the lecture, we observe a large number of timestamps towards the end of a lecture. Asking students who visited this lecture, confirmed that the time was provided towards the end of the lecture and the group is thus changed. Results like this add bias to our study.

**2. Impact of Evaluation Medium**

The response rates with respect to exam registrations as well as those with respect to lecture registrations lie in the lower range expected in the literature [1,3,6]. Despite this fact, the results seem reasonable considering the high tendency of TUM students to register for exams and lectures without attendance intention.

It is not recorded at which time during the lecture the paper based evaluation was conducted, whereas we collected this data for online
based evaluation. We can thus not perfectly control for this variable when comparing paper based with online evaluation. Since we are not able to find a significant difference between those time points, we assume that our results would only slightly change. Nevertheless, this should be done in further research to receive clearer results. Additionally, data for paper based and online evaluation comes from different years, which is another uncontrolled variable in our study. We could not show a significant difference between the evaluation medium used. This is in line with the results of many other studies [6,12,28,30].

3. Questionnaire Design
Our study suggests that shorter questionnaires lead to more high quality open response feedback (increasing from 29% of the students responding to open feedback questions to 79%), which was also suggested by Sorenson & Reiner [27]. The response rates from the current questionnaire can be classified as at the lower edge of the literatures’ estimates [2,22], while those from the modified questionnaire lie on the upper edge.

It should be noted that some questions from the current survey have not been asked in the modified questionnaire. This leads to problems concerning the qualitative comparison of the two questionnaire versions: Negative questions in the current questionnaire, which are not part of the modified version, might not be mentioned by the students’ responses in the modified questionnaire. Additionally, the given single choice questions might influence the students’ thinking. Another disadvantage of the shortened questionnaire is that the actual number of students supporting an aspect is not known if this aspect appears only in the open questions.

Conclusion
Evaluating lectures is a complex topic, especially if the evaluation is interconnected with a broad quality management system as at TUM. Although having already obtained a well-elaborated evaluation system at TUM, our study suggests that small changes can significantly improve the evaluation system even further:
1. A lecturer should provide time within the lecture for the students to fill out the questionnaire. By doing so, the number of feedback received can be significantly increased by approximately 25 percentage points. Our study suggests that providing time around the middle of the lecture might slightly increase the response rate compared to the end of the lecture. This trend is however not statistically significant.
2. The medium of evaluation (paper vs. online) does not significantly change the response rates, even though more students are reached – including those not attending the lecture regularly.
3. The results of differently designed questionnaires suggest to drastically shorten the single choice questions in favor of more high quality feedback received through open response questions. The shortening of single choice questions does not lead to remarkably decreased feedback interpretation possibilities. Answers to the open questions increased by 150% and contain more positive and longer aspects. Similarly, the comments are much more comprehensive in the modified questionnaire.

To conclude, hypotheses 1 and 3 are confirmed, whereas hypothesis 2 is neither confirmed nor rejected. Further research is needed to strengthen our results: It would be helpful to repeat the conducted studies with more lectures from different faculties. Also different forms of teaching, such as seminars and laboratories, should be added.

Regarding the currently growing online lectures, the results of the case studies investigating the effect of provided time slots and the impact of question types are still valid. Also for online lectures via Zoom or a similar tool, providing time will increase the response rate and open questions will lead to more detailed feedback.

It would also be interesting to assess other methods of increasing the focus on open response questions. Kungliga tekniska högskolan (KTH) in Stockholm for example furnishes every single choice question with a small text field, where a student can comment on the answer he or she has given to the single choice question. This has the advantage that these answers are directly put into context. The effect on feedback quality is unknown as of now, but could be evaluated in a follow up study. More research could investigate the influence of course evaluation after examinations, or publishing regularly the evaluation results of all classes. Both aspects are considered at ETH Zürich and might show a Best-Practice example.
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Self Reflection

From the very beginning, our team had a clear vision: All of us wanted to improve the evaluation system at the Technical University of Munich (TUM). Therefore, we could focus directly on the project and had not to search for a concrete goal. Due to our small team size of five members this was very efficient.

However, we had difficulties in the beginning. Two of us were in Zurich for the first 9 months. We could thus not meet in person, which led to less personal contact. Also our supervisor and tutors were not named before January. However, until the end of January, we already prepared our team structure, which we had to adjust later on.

After the kickoff event, our project plan was to do literature review and get in contact with TUM administration. In the following we wanted to structure our ideas, derive a hypothesis and plan our methodology. These methods should have been discussed with different faculties and then be implemented. The final step was to evaluate our data gained and write the report.

The literature research turned out to be a difficult start. As none of us had insights and knowledge in the field of evaluation, the correct keywords to find useful references were missing. Only looking up for the buzzword “evaluation” results in literature about evaluation of industrial processes and economical services. None of us knew how we could get deeper into the material. As we also did not have a supervisor at this part of the project, we kept our literature review very superficial. This might have been a problem that slowed us down.

While communicating with different people from TUM we learned many lessons. However, these were not only things, which helped us with our project. In many cases, we learned about communication and miscommunication. We learned about difficulties contacting people via email and about problems meeting people in person. We figured out that communication could make people think that there are problems, while there are actually none. All these issues made us learn a lot, but threw us also back regarding our schedule. Due to conflicts resulting from (mis)communication, our project partners had not yet been available. Therefore, we developed ideas without partners first and searched for partners later on. This plan had its advantages but also disadvantages. As we already had clear concepts, we were able to present our prospective partners a clear view over possible implementations of our ideas. However, we had to develop more concepts, to be adaptive for our partners. This also led to the point that not necessarily our favourite models were implemented.

Before we were able to present the concepts to prospective partners, we had to develop them. Somehow harder than gaining ideas, was to specify the most useful and reasonable ones. Therefore, we created a document and rated all ideas by different factors. This was on the one hand a fast and efficient possibility. On the other hand, it was a partly random procedure. To overcome this, we planned some expert interviews to rate our ideas. Therefore, we had to find different people who are involved in teaching (e.g. lecturers, quality managers, students). As we were already quite late in our process, we skipped this part, which we should have done earlier.

The implementation phase began during the summer break. This worked out better than expected, even if there were usually three of the five of us on holiday. The issue was more after the summer holidays: It was hard to motivate ourselves and our structures did not help us. Unfortunately, our supervisor was not available for
three months. In this time, our tutor helped us a lot to restructure ourselves and we developed again at a faster pace. One change we made was to name two members responsible for each case study with the Faculty of Chemistry and the Munich School of Engineering. They were each responsible for the overview and coordination of the team members. This was a well-timed change at the right moment. However, also not being too strict in earlier stages helped us that all worked together.

In November, the main part of our implementations started. Even though some minor problems occurred, our clear target helped us to overcome these issues. In this phase of our project, we had an intense exchange with our tutor to get everything done as good as possible. However, we noticed that our motivation decreased for our second implementation. Beside the fact that we already had done one project part and were less motivated to overcome more unexpected difficulties, also the exam period made team members less involved.

Looking at the whole project, it was difficult for us to find established concepts to measure the outcome of our experiments. To find the final chosen measurement, we had two main steps. The first one was the statistical consulting offered by the TUM. This helped us a lot to interpret the quantitative results correctly. On the other hand, we also wanted to make a qualitative analysis. Therefore, we searched for expert knowledge and got in touch with Mrs. Spiekermann and ProLehre, a TUM institution. They gave us an idea how to get a benchmark and also trained us for that.

As during the whole project phase, always at least one of our team members was abroad, the TUM: Junge Akademie supported us by a weekend trip to our members abroad. We met in Zurich and developed our project ideas. A second meeting was planned in Stockholm, but got cancelled due to the corona pandemic. Beside the TUM: Junge Akademie weekend meetings, our only team meeting in person over the whole 20 months period, remained the weekend in Zurich.
Process Description

Kickoff:
- 10% feedback rate
- 80% feedback rate

Organisation, Planning (Poster 1)
Communication
Survey (Poster 2)

Ideas & Concepts (Poster 2)
Communication
**RESEARCH QUESTION**
Which methodology can be developed to improve the current feedback instruments for lectures at TUM by
1. tapping the full potential of the established evaluation process.
2. considering the motivation of students, benefit for lecturers and the participation rate in lecture evaluation while taking into account the boundary conditions of the TUM system.

**SUB QUESTIONS**
1. Where is potential for improvement in lecture evaluation at the ‘UM’ from a students’ and lecturers’ perspective?
2. Which methods can be developed using the identified potentials?
3. How do different evaluation methods influence the satisfaction of the lecturers as well as the motivation of the students?
4. How can we find a balance between individual teaching assessment and the constraint of comparability?

**TIME SCHEDULE**
- November 2018: Begin of project
- November 2018 – June 2019: Situation Analysis
- May – July 2019: Development of methods to test
- May – October 2019: Organization of experiments (students, lectures, method refinement and adjustment)
- October 2019 – March 2020:
  - Scientific experiment
  - Preparation of questionnaire
- June 2020:
  - Evaluation of results
  - Final Symposium

**WHERE AND HOW SHOULD YOU ADAPT YOUR APPROACH?**
- Found ideas
- Identify problems
- Create solutions
- Implement solutions
- Evaluate and document

**WHAT HAPPENED SO FAR?**
In the last months, we conducted a comprehensive analysis of the current situation at TUM concerning the course evaluation. At this moment we are in the process of finalizing this research by analyzing and existing questionnaires and the “teacher survey” which recently took place at TUM.