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Exhibition Fish: Short Address
When walking in the snow our traces are clearly visible. Our impact 
on our social environment might not always be as clear but we still 
have some sense of control. The numerous threads of our digital 
activities, however, form an impenetrable netting, cryptic to us, but 
denuded to those who monitor, collect, and interconnect our dig-
ital activities. Modern algorithms are unbelievably advanced, and 
often powerful enough to know us, i.e., predict our future behavior, 
better than our parents and even we ourselves do.  (Welcome to 
the notorious philosophical discussion of the free will!) Of course, 
it is easy to believe that this is all to our own good. After all, don’t 
we profit from numerous (relevant and not so relevant) services of-
fered to us free of charge. But should we really suppress the vague 

sense of a lurking harm of potential abuse of our most private data. 
No! This is the answer given by the project team: Make emotionally 
tangible what it means to digitally expose yourself!

When you google yourself most of the displayed information will 
not disturb you at all since it comes from legitimate websites. More 
frightening – since beyond our own knowledge let alone control – 
are the myriads of traces that we leave by using the internet, social 
media or other tools of mass instruction. 

This is indeed a big issue. When you search for data privacy, 
google shows 7.900.000.000 entries. Of course, by asking for that 

Preface by the Supervisors
Prof. Dr. Peter Gritzmann and Prof. Maurice Lausberg
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subject you left yet another trace in the web. Your search engine 
knows you, and big brothers are watching you!

In any case, awareness is desperately needed. The project which 
the TUM:JA team explains in more detail below addresses the ap-
parent discrepancy between the explicitly acted out willingness to 
share private data and the often only subliminal concern about the 
mid- and long-term consequences this may have. This privacy para-
dox is approached from different directions, empirically, followed by 
a scientific analysis addressing the audience intellectually, but also 
by means of art. This is in the best tradition of art as a means of fos-
tering and changing consciousness on a powerful emotional level. 

The project was quite a challenge, and even more so under the 
regime of the pandemic, but the team succeeded. Of course, there 
were ups and downs, whenever the ambitious concept faced dif-
ferent aspects of reality. But the team was full of ideas, kept up a 
good spirit and turned the project into a sustainable activity which 
is, as we all hope and believe, eye-opening and mind-blowing for a 
broad audience.�
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Interview with our artists
In the context of the umbrella topic “Arts and Technology,” our team 
“Exhibition Fish” chose to focus on data privacy and, more specif-
ically, the concept of the “Privacy Paradox.” The Privacy Paradox 
describes the phenomenon that, although many people have the 
desire to keep their (online) data private, information is nonetheless 
often liberally shared. This data exchange can take place for ex-
ample in the context of social media, or by consenting to cookies 
to access certain websites. Our team was interested in exploring 
the (perhaps unconscious) motivations, attitudes and emotions that 
cause people to act in this paradoxical way. Due to the highly per-
sonal nature of this topic, we also aimed to find a less scientific and 
more emotional and creative way to communicate our findings. This 
led to the development of the HUMAN ALGORITHM.

In the dialogue project HUMAN ALGORITHM, our team devel-
oped a musical composition and an accompanying short film in 
close collaboration with the two participating artists Kilian Sladek 
(singer/composer) and Laila Bierling (photographer/video artist). 
Based on our research on the Privacy Paradox among students in 
Munich, this project aims to draw new attention to the challenges 
of online behavior in an innovative, personal and emotional way. 
More specifically, the HUMAN ALGORITHM explores the trans-
action that occurs when we give away our online data in return 
for a certain benefit, such as access to a website, and the oppor-
tunities and dangers that come with this transaction. The main 
aspect that the HUMAN ALGORITHM focuses on is the “invisi-
bility” of such processes, meaning that users are often unaware 
which data they are giving away online, and how this data may 
be used. The musical composition and short film aim to make 
viewers more aware of these “invisible” processes, by following 
a protagonist and her interactions with an artificial intelligence 
throughout her everyday life.

Here, together with Kilian Sladek and Laila Bierling, the scholarship 
holders reflect on the joint project and their learnings. 

First of all, maybe a short introduction: What do you do in your 
artistic work and what was the special focus of this project?
 
Laila:  I'm a photographer and videographer from Munich and I 
take photos in the fashion and beauty sector.  In terms of vide-
ography, I'm more in the musical field and now, with HUMAN AL-
GORITHM, also experimentally in the short film/music combination 
business. So all in all, I am a photo and video artist with strong 
connections to music.
 
Kilian: My name is Kilian Sladek and I studied jazz vocals and 
am just finishing a master's degree in music management. At the 
moment I'm working on three band projects: my band, my quar-
tet, then Lauraine, a synth-pop band, where Laila also works with 
me, and then I'm currently setting up a project together with my 
girlfriend, which is more in the performative area, called “Amuse”. 
With the composition commission for this project, I've also gone in 
a more experimental direction musically.
 
Thank you! Then let's take a closer look at our collaboration, 
which is something really special for both of us as researchers 
and you as artists. How did this process work? How did re-
search results become music and a short film? 
 
Kilian: At the beginning, everyone told me very, very precisely and 
in detail what he or she had found out throughout the scientific 
work. We did this through very intensive and long workshop ses-
sions. I can remember up to four hours of uninterrupted workshop 
sessions with you, where everyone was able to contribute with 
their own topic and their own point of view . Then there was a 
month or two where we didn't have so much contact, where I 
could ponder a bit about it and create a story out of the content 
you gave me. I wrote a lot of post-its and really threw a pile of 
post-its on the floor and collected everything again, transferred 
it all into the computer and then put it into meaningful contexts. 
Important questions were then: Which questions are big? What 
can I combine and what reappears where and how? That is also 
the reason why so many meta-levels opened up in this very short 
time of the composition. It's exciting how much information there 
is in the end.
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Laila: New ideas also kept coming up about the film, we also had 
many new ideas again during the day of shooting in addition to 
what we already had. It all came together very organically, with the 
pictures and the people involved. And yes, it's incredibly nice to 
see how much everyone enjoys the ideas and has fun implement-
ing ideas and getting involved.

Can either of you give an example of a detail that is now in the 
film and music that is directly connected to our workshops 
and Kilian's Post-Its?
        	
Kilian: An important point for me was ultimately this blatant reduc-
tion of our unbelievably big topic of the data privacy paradox to the 
topic of algorithms and how such an algorithm is constructed via an 
input, a transformation process and an output. The music underlines 
on many levels that every little input, if you know exactly what the 
output should be, can be relevant for the system. That's why per-
sonal sounds also play an important role, which are not always pro-
fessionally sung or perfectly intoned. For example, not every note 
that the singer featured in the HUMAN ALGORITHM sings is per-
fect – but instead of autotuning her voice, I left her sounds as they 
were. This underlines that every type of input, even if it isn’t perfect 
or ideal, can be used in an algorithm to generate an output. This is 
the same way that all of our online data is used for some purpose, 
regardless of the type and where that data comes from. The impor-
tant message is: Everything is relevant. Every sound, every clacking 
in the coffee machine is somehow transposed. Every door opening 
can somehow be musically transferred into the digital world as well.
 
Laila: There is also a very significant element in the film, which 
further underlines that all data is relevant: The smart home cam-
era concept, that you see the actress from the perspective of the 
coffee machine, from her mobile phone, from her laptop, through 
CCTV cameras – so she is just being watched everywhere. Sty-
listically, I also made sure that you notice when you feel closer to 
her, by making you feel somehow visually closer to her. And when 
you no longer look at her with eyes which are trying to understand 
her but rather with eyes which are trying to analyze her, these are 
completely different camera angles, for example with the surveil-
lance cameras.

We are all very excited to see the final work. The workshops 
were always really cool and the exciting thing was that we also 
found out completely new levels of the project through them. 
Thank you for this small foretaste of this unique work of art, 
the HUMAN ALGORITHM. But we also want to try to go a step 
further and reflect on this form of project in general. You, Kil-
ian, are also a kind of a coach for us, so you actually helped 
us in these workshops to find ways to communicate research 
results in a way that has personal relevance. So, what kind of 
team are we together? What role did you artists play?
 
Kilian: I went in with the attitude that I was not going in to ex-
plain anything to you or to contribute my point of view, but rather 
to absorb your insights first. Because it's an absolutely luxurious 
situation to join a team that has already dealt with the topic very in-
tensively and has illuminated this topic very extensively for me and 
Laila. Throughout the whole project, it was very important to me to 
reflect on your insights with you again and again. It's not just about 
composing music, but it was important to me to convey a lot of 
the information that you want to convey. I created a symbiosis be-
tween your findings and the music and you made this really easy.
 
Laila: It’s extremely valuable that we can exchange our perspec-
tives from different fields and ways of thinking. Research and tech-
nology are very logical processes and my creative work is partly the 
complete opposite. I think it's the most beautiful thing when you 
can exchange ideas and simply broaden your horizons. This works 
very well with the project because we all learn from each other! 
 
 I couldn’t agree more on the value of our exchanges! Thank you, 
Laila and Kilian, for taking the time today to give us insights into the 
HUMAN ALGORITHM project ! We look forward to our big online 
premiere of the HUMAN ALGORITHM in September!
 
For more information about the artists, see:
kiliansladek.com
lailabierling.com�
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Exhibition Fish
Abstract
Big Data has brought important technological advances in several 
fields such as medicine, engineering or natural sciences. Together 
with these advantages, data comes with numerous risks and chal-
lenges that affect society in a wide range of aspects, and which 
raise several concerns on the part of digital users regarding their 
private data. In this report, we explore the concept of the Privacy 
Paradox, which describes the contradiction between data privacy 
concerns and the actual private behaviors of users. In particular, 
we want to explore to what extent the Privacy Paradox is pres-
ent among students in Munich, as well as understand some of 
the factors that could explain this phenomenon. We performed a 
quantitative analysis in the form of a questionnaire to determine if 
the Privacy Paradox is indeed present in our target group and if 
providing a prior bias towards the topic affected the result of the 
questionnaire. Additionally, we performed a qualitative analysis in 
the form of interviews, to determine how and if the contextualiza-
tion of privacy affects behavior towards data disclosure. We found 
from the quantitative questionnaire that the Privacy Paradox is in-
deed present among students in Munich and that the prior bias 
does not have an effect on actual privacy behavior. Additionally, 
from the qualitative interview, we observed the dependence of the 
context on the notion of privacy as well as the presence of a co-
erced participation on the data-requiring platforms. These results 
give some insights into possible approaches or solutions to the 
Privacy Paradox.

Introduction
Big data offers great opportunities. Whether it is machine-learning 
improving cancer detection or recommender algorithms providing 
us with a never-ending stream of tailored content, data enables 
us to achieve amazing things. However, it also comes at a cost. 
From individual risks such as identity theft to large-scale misuse 
of personal data influencing political elections, sharing data has 
the potential to do harm. And while most people are aware of and 
concerned about this, many of us continue to share personal data 
deliberately. Researchers have called this phenomenon the Privacy 
Paradox, the dichotomy of information privacy attitudes and ac-
tual information privacy behavior (Gerber et al. 2018: 2). Luckily, 
we might be able to overcome this paradox eventually as science 

Table of contents:

Abstract	

Introduction

Background
	
Goals and Methods	
		
Outcomes and Discussion
	 Quantitative Analysis	
	 Qualitative Analysis
		  Blurred Privacy Status
		  Use context
		  Coerced Digital Participation

Summary and Future Goals

Acknowledgment

References

106 TUM: Junge Akademie – Research Reports 2020



offers various explanations as to what causes this paradox. The 
most widely accepted one is called the Privacy Calculus. It as-
sumes that users trade benefits they might earn by sharing their 
data off against potential costs.

However, much privacy calculus-based research primarily focuses 
on the nature and effect of benefits rather than risks (cf. Gerber et 
al. 2018). Even though the model assumes that users weigh bene-
fits against risks, the notion of risk often lacks thorough consider-
ation compared to benefits. This bias might make sense, consid-
ering that risks are commonly less well understood and negative 
consequences are often delayed or do not materialize at all, while 
benefits are experienced frequently and immediately by most us-
ers (Gerber et al. 2018: 38). However, if we put that assumption 
into context with Marwick’s and Boyd’s (2014) research, it loses 
its merit. In their paper on networked privacy in social media, they 
demonstrate how privacy behavior is often highly context-depend-
ent. This suggests that understanding the context within which a 
user makes data privacy relevant decisions is an important deter-
minant for their actual behavior. Therefore, if benefits are a famil-
iar occurrence while negative outcomes are not, we might expect 
that situations in which users consider data privacy are more easily 
contextualized in terms of benefits than risks. Following this hy-
pothesis, we argue that if we want to explain the privacy paradox, 
people not being able to successfully contextualize risks when dis-
closing data might be just as important to consider as people not 
taking benefits into account when reflecting on their data privacy 
concerns.

Starting from this hypothesis, we argue that more research is 
needed on how users contextualize privacy-relevant situations on-
line and how this process affects their behavior vis-à-vis their pri-
vacy concerns. If we can determine how users contextualize these 
situations, we might better understand not only their behavior but 
also what factors influence their capacity to contextualize data pri-
vacy and, by extension, how we might enable users to reconcile 
their privacy concerns and their actual data disclosure behavior. 
In doing so, people could be empowered to make choices that 
are more informed and a critical discourse around data usage and 
data privacy could be promoted.

Background
Data in the 21st century has become ubiquitous for most of the 
world’s population. This is because through ever improving tech-
nology we can easily gather, store, analyze and interlink massive 
amounts of data (Crawford et al. 2014). Paired with advances in al-
gorithmic processing and machine learning, we can use these data 
in order to optimize scientific research, traffic, weather forecasting, 
health care, manufacturing, advertising, and the entertainment in-
dustry to name only a few examples. Because of big data, we are 
spoiled with only the most relevant content and advertising while 
unwanted products ads are a relic of the past – or so the well-craft-
ed narrative we hear day in and day out goes. 

In fact, there are caveats as well. The application of big data anal-
ysis also includes distortion, errors, bias, and misinterpretation, 
which can be harmful to individuals and reinforce structural ine-
qualities, e.g., when making use of technologies such as predictive 
policing. In turn, personal marketing and advertising “[...] requires 
identification, tracking, and predictive analytics [which] should be 
considered a new and important modality of surveillance” (Bodle 
2017: 138). This form of surveillance among other things can lead 
to online discrimination, coercion, political polarization, the erosion 
of personal autonomy, and the loss of political freedom (ibid.). A 
well-known example for such consequences is what Eli Pariser 
(2011) calls The Filter Bubble, which prevents people from being 
exposed to competing political, social, economic, or other views. 
This is problematic in that [a]ccess to a wide range of news and 
views can encourage an active and informed citizenry and provide 
the precondi-tions for a vibrant public dialog and debate that is 
robust, wide open, and uninhibited. (Bodle 2017: 146)

Conversely, the absence of such open dialog is likely to impair the 
proper workings of our democratic system.

Given these issues, being cautious with our personal data seems 
paramount and, indeed, people are concerned about what data 
they share online, how their data is being used, and data privacy in 
general. Unfortunately, these concerns are often not supported by 
corresponding actions. People frequently engage in privacy-com-
promising behavior although they show interest in their data pri-
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vacy and generally exhibit a positive attitude towards privacy pro-
tection (Barth & de Jong 2017). Researchers call this phenomenon 
the Privacy Paradox, a discrepancy between people’s information 
privacy attitude and their actual information privacy behavior. Even 
though existing privacy concerns should in theory lead to restric-
tive provision of information, people often share information in ex-
change for personalized services or retail value (ibid.). This tenden-
cy to trade benefits off against potential costs of data disclosure 
has been investigated by various scholars. Culnan and Armstrong 
(1999) point out that often for people the perceived benefits [of 
data disclosure] outweigh the per-ceived risks, which eventually 
leads to the neglecting of privacy concerns that often results in 
the disclosure of information in exchange for social or economic 
benefit. (Barth & de Jong 2017: 1044) 

Among the different explanations for the privacy paradox, this Pri-
vacy Calculus Theory is the most prominent one (e.g. Gerber et al. 
2018).

However, the assumption that people are making a conscious 
effort to weigh benefits against risk every time they disclose in-
formation online is questionable. Barth and de Jong (2017) point 
out that individuals often experience perceived or actual cognitive 
limitations regarding privacy concerns, leading to an unwillingness 
to use all the necessary information to make informed decisions on 
issues affecting their privacy. Consequently, people often fall back 
to subpar solutions because rational decision-making is possible 
only within the limits of cognitive abilities and available time (ibid.). 
Simon (1982) describes this phenomenon in his Theory of Bound-
ed Rationality. In accordance with this theory, Barth and de Jong 
(2017) point out that the cognitive processes that are necessary 
to assess the risks of sharing information online are rather difficult 
to aggregate and process and, therefore, often seem too costly. 
Consequently, people tend to rely on simple heuristics rather than 
accurate information.

Based on this line of argumentation, we argue that investigating 
which factors influence people’s cognitive capabilities in such pri-
vacy-relevant settings is crucial if we want to understand how the 
privacy paradox could be resolved. To this end, Marwick’s and 
Boyd’s (2014) research on networked privacy in social media might 
offer valuable insights. In their paper, the authors demonstrate how 

privacy behavior is often highly context dependent. This suggests 
that people’s ability to understand the context within which they 
make privacy-relevant decisions is an important determinant for 
successful risk assessment. However, the way we contextualize 
risks can be influenced or impaired by different factors that, in turn, 
affect the cognitive abilities we rely upon in order to properly carry 
out such assessments.

Goals and Methods
Taking the existing literature as outlined above into account, we 
argue that investigating how people’s ability to contextualize priva-
cy-relevant situations might offer insights into what factors contrib-
ute to the occurrence of behavior in line with the privacy paradox. 
Consequently, our research questions go as follows:

1.	� To what extent do students that are aware about the topic 
of the questionnaire regarding the privacy paradox differ 
from the ones who are not aware of it in self-reporting 
actions taken to protect their digital data?�

H1:	� We hypothesize that the experimental group will self-report 
themselves as more protective with their data in online envi-
ronments. Since they will be advised on the topic before an-
swering the questionnaire, it is probable that their perceptions 
of what is socially desirable will play a role.

2.	� To what extent can the privacy paradox be observed in 
both groups?�

H1:	� We hypothesize that it will be possible to observe the privacy 
paradox only in the control group.

3.	� To what extent do the participants of both groups differ in 
the amount of optional demographic data given?

H1:	� We hypothesize there will be no statistical difference between 
the groups in this regard, since previous research (Oomen & 
Leenes, 2008) showed that in general, a higher privacy risk 
perception does not lead to the adoption of stronger or more 
protection strategies.

4.	� How do Munich-based students contextualize data priva-
cy when disclosing data online and how does this contex-
tualization affect their risk assessment and subsequent 
data disclosure behavior? 
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In order to investigate the first three research questions, we used a 
quantitative approach. During a period of two months, 87 students 
from Munich universities answered the Online Privacy Survey (Wil-
liam & Nurse, 2016). The students were randomly divided into two 
groups. The control group consisted of 36 participants (63.9% 
male, Mage = 22.50, SDage = 3.33) and most of them were studying 
a bachelor’s degree (55.6%) while the experimental group was 
formed by 51 students (25.5% male, Mage = 22.75, SDage = 3.36) and 
most of them were studying a master’s degree (41.2%).

The Online Privacy Survey was composed of four parts. The first 
part consisted of required demographics, in which we added a few 
questions to the original instrument such as information about in 
which university the participants were enrolled, field of study and 
nationality. The second part included three optional demographic 
questions that contained an option “prefer not to say.” In these 
questions, the participants had a choice to avoid revealing more 
information about themselves. Next, the third part was the opin-
ions section that was formed by three statements regarding pri-
vacy: 1) "Privacy is of importance to me"; 2) "Online privacy is of 
importance to me"; and 3) "I am private with my data". The par-
ticipants should rate themselves in each of the statements using 
a 5-point Likert scale (from strongly agree to strongly disagree). 
Lastly, the actions section contained a scale formed by statements 
about actions that online users could take to protect themselves 
in this environment. Participants rated themselves using a 4-point 
Likert scale (from always to never), so that lower values represent 
higher protection in online environments. In addition, in this section 
was included an option “N/A” and “Unsure” in each of the items.

In a study by Williams and Nurse (2016), the action scale had a 
Cronbach’s alpha of .81, a fact we could not observe in our data. 
The Cronbach’s alpha in our scale was initially .42, which is con-
sidered far below the standards for a scale’s internal consistency. It 
was calculated using 48 participants (55% of the total) since cases 
that participants assigned as “Unsure” and “N/A” were ignored to 
calculate the internal consistency of the scale. Consequently, in or-
der to increase the reliability of the actions scale, we excluded four 
items that presented item-total correlation lower than .1. Finally, 
the action scales were composed of seven items and Cronbach’s 
alpha resulted in .64. This difference between internal reliability 
coefficients between the studies might be because of the smaller 
sample size in the present study.

Both control and experimental groups answered the same ques-
tionnaire. The difference between the groups was in the message 
that the participants read before answering the questionnaire. In 
this message, the experimental group had an extra sentence, un-
derlined in the text below, that aimed to make the students from this 
group aware of the online data privacy topic. The message was:

“As part of a scholarship program, the TUM: Junge Akademie, our 
research team is interested in understanding basic online habits, 
such as social media usage, of students in Munich. Your help is 
crucial for our investigation.

Furthermore, as concerns about online data privacy are becoming 
more and more prevalent, the questionnaire also investigates the 
extent to which students take precautions to protect their personal 
data online.”

Firstly, we analyzed the frequencies of the opinions section of both 
groups. In the next step, analyzing the items of the actions section, 
we observed that three items did not meet the normal distribution 
pattern. Thus, non-parametric methods were used to run the anal-
ysis that involved this section. The Mann-Whitney test was used to 
verify if there was a difference in the self-reported protective actions 
between the groups and the eta-squared (η2) as the effect size. 

Furthermore, we used Spearman’s Rank Correlation Coefficient (ρ) 
to measure the correlations between the actions and the opinions 
statement “online privacy is of importance to me.” The presence 
of the privacy paradox is determined by the positive correlation 
between these two variables. Lastly, we used independent T-test 
samples to verify whether the amount of optional demographic 
data disclosed was different between the groups.

Following this quantitative investigation, we conducted semi-struc-
tured guideline interviews to answer the fourth research question. 
The selection of suitable interview partners was already deter-
mined by our research question and the target population of our 
survey: Munich based students. Participants were chosen ran-
domly from different faculties at TUM and HMTM. In order to con-
duct the interviews, we used a semi-structured guideline which is 
particularly well suited to cover narrow topical areas for research 
interests while still offering enough freedom to uncover structures 
of relevance and interpretative patterns of interviewees in an ex-
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ploratory way. The interviews were recorded via recording devices 
and subsequently transcribed. For analysis, we followed a basic 
approach for qualitative data analysis as proposed by Strauss 
(1998). Accordingly, the empirical data was translated into con-
cepts and categories through the application of codes. However, 
we did not develop a whole theory grounded in our empirical mate-
rial as this would have exceeded the scope of our investigation. In-
stead, we focused on uncovering smaller concepts and categories 
that would allow us to answer the different aspects of our research 
questions without developing one central key category.

In order to do so, we first opened the raw data through open cod-
ing in order to identify concepts that would allow us to create 
first categories (ibid.). Following that, we created sub-categories 
through axial coding to form preliminary hypotheses regarding our 
research question which we then verified against our interview 
data. This part of the analysis was oriented towards Corbin and 
Strauss’ coding paradigm (e.g. Trübinger 2004). In the following 
pages, we will present and discuss the findings of our quantitative 
and qualitative research.

Outcomes and Discussion

Quantitative Analysis
We analyzed the frequencies of the opinions section to verify the 
extent that both groups agreed with the statements and the results 
showed that groups behaved similarly. Regarding the first state-
ment of this section, “Privacy is of importance to me,” most of 
the students in both control and experimental groups agreed to 
some extent with it (88.9% and 92.2%, respectively). As with the 
first statement, results demonstrated that 88.9% and 92.2% of the 
control and experimental group, respectively, agreed to some de-
gree with the second statement, “Online privacy is of importance 
to me.” The participants that chose strongly agree or agree in the 
third statement, “I am private with my data,” were similar but lower 
than in the first two statements. In the control group 63.9% agreed 
with the statement and in the experimental group 64.7%.

The results from the Mann-Whitney test showed that there  
was a significant difference in the self-reported actions be-
tween the groups. The control group (Mdn = 3.29, SD = .47)  
self-reported taking fewer actions to protect their online data 
than the experimental group (Mdn = 3.00, SD = .43), U(Ncontrol = 36,  

Nexperimental = 51) = 673.00, Z = -2.12, p < .05, as hypothesized, with a 
small effect size (η2 = .05). This fact can be explained by the aware-
ness of the objective of the questionnaire that the experimental 
group had before answering it, inclining participants to answer 
according to notions of social desirability. It is important to men-
tion that the difference between the groups was significant, but 
the effect size was small. A possible explanation for this can be 
found in the methodology used in the study, since the difference 
between the groups was only an extra sentence in the beginning of 
the questionnaire, which might be a weak stimulus to substantially 
alter the students’ actions self-report.

Moreover, we analyzed the correlation between the actions and 
opinions sections in both groups (Table 1). These results showed 
that in the experimental group there was a medium correlation be-
tween actions and “Online privacy is of importance to me” (ρ = .47, 
p<.01). However, the same correlation was not observed in the 
control group, indicating the presence of the privacy paradox only 
in the control group. This result was expected because it was de-
pendent on the students’ self-reported actions, where the partici-
pants of this group reported themselves to be less protective with 
their online behavior than the experimental group. 

Lastly, we used independent T-test samples to verify the extent 
that both groups differ in the disclosure of optional demograph-
ic data. In both control and experimental groups, most partici-
pants preferred to reveal all the three optional demographic items 
(94.4% and 90.2%, respectively) instead of choosing the option 
“Prefer not to say.” Moreover, as we hypothesized, there was no 
significant difference between the groups regarding the amount 
of data needlessly revealed by the participants. These results in-
dicate that both groups were not worried about needlessly re-
vealing data. It is important to mention that there are possible 
reasons that would lead the students to needlessly reveal the 
optional demographic information asked in the questionnaire. 
Firstly, the students who participated in the survey may have re-
vealed the data because they believed it is protected since the 
researchers explained in the text before the questionnaire that the 
research was attached to a project from a well-known universi-
ty in Germany. Secondly, the participants may not consider data 
such as relationship status, employment status, and most-used 
social media as private data or sensitive data they should protect 
in the online environment.
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Qualitative Analysis

Blurred Privacy Status
Whether people share data or not is not solely determined by its 
privacy status. The interviewees’ experiences and reflections indi-
cate that there is a blurred line and disclosing data depends on the 
situational context. This can be seen in the following sequence:

Mr. G.: And I think, I'm always very critical about health data, be-
cause that's something which shouldn't be of importance to any-
one except your health insurance, and not even that completely. 
So if a doctor, if they want to give you a treatment or something like 
that, they should know about that, of course. But even the health 
insurance doesn't need to know everything.

At the same time, today’s online ecosystem also imposes its logic 
onto people in that they evaluate their own behavior against this 
very logic. Data in this context is not necessarily private in itself but 
only as long as a person keeps it private. Once shared online, the 
act of sharing renders data’s privacy status ambiguous.

Mr. G.: I think the data that was collected about me like when I'm 
searching for health-related stuff, like I'm still giving it away, even 
if I'm not conscious about it, so I think it's hard to really draw that 
line. And like, everything I do online, I have to be aware that this is 
data that I'm giving away, so maybe there's not much that is really 
super private.

This shows that people genuinely do consider the context within 
which they might share personal data and not only potential bene-
fits and risks. Getting health treatment from a doctor merits sharing 
personal health information while the benefits of that treatment are 
rather implicit in this case. However, the mere act of sharing data 
online might cause people to question whether their information is 
private or not, not because of its inherent privacy status but the im-
position of data handling practices in current online environments.

Use context
The interviewees also consider what their data is being used for 
when contextualizing situations in which they share data online. 
The following interview sequence illustrates how assessing the 
merit of what his data is being used for is an important factor for 
Mr. U’s risk perception.

Mr. U.: What I don't like, and it's also true that just by using the 
websites, not just by sharing my birthday, people are kind of mak-
ing money just by knowing my birthday, right, as a representation. 
This is a little bit I don't know, it's like a bit of a dishonest way to 
make money.

His considerations go well beyond the fact that websites are using 
his data to make money from it. He considers these practices not 
only to be bad or to represent a risk but to be a dishonest way 
of making money, which is a normative assessment of the situa-
tion. This indicates that his assessment of the risks of sharing his 
personal information is affected by what data is being used for 
and whether this use context is normatively acceptable. Simulta-
neously, the interviewees stressed that they do not always know 
about the ways in which their information is being used and how 
that might affect them. Mr S.: ”[I]n Facebook I have already put 
in some photos with my friends. Yeah, […] I have no idea how it 
can be used.” These findings suggest that the ends to which peo-
ple’s data are being used might play an important role in how they 
contextualize the risks of their data disclosure. This goes beyond 
clear-cut negative consequences but includes normative evalua-
tions such as whether the data usage is honest or not. At the same 
time, the interviewees do not always know what their personal in-
formation is being used for, making it difficult to assess the merit of 
such usage and if it poses a risk or not.

Coerced Digital Participation
Another factor influencing the way the interviewees contextualize 
the risks of sharing personal information is their perception of co-
erced digital participation. Participating in society means partici-
pating in online platforms and the internet in general regardless of 
whether it puts them at a disadvantage regarding their data privacy 
or not. 

Mr. G.:  Let's say I lose my iPhone and I'm not able to access it. I 
mean, it's very difficult to keep up with what's happening, right? 
Like how do I get all the content that is there? I'm not going to […]. 
But if I really want to be involved in our communication process, 
I'm just not gonna be part of it. And this obviously is a disadvan-
tage. I think the more you depend on your surroundings and the 
more you depend on communicating with other people you cannot 
really choose then I mean yeah, you're kind of screwed when you 
don't have access to those right[?]
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Summary and Future Goals
Considering all the problems and concerns around Big Data, un-
derstanding the concept of the Privacy Paradox is of high rele-
vance for developing efficient mechanisms and/or regulations 
for protecting the user’s data. For this, we investigated how the 
behavior towards data privacy of students in Munich is affected 
by the contextualization of Data Privacy and whether the paradox 
presents itself in this target group. We observed in the quantitative 
analysis that the paradox is indeed present in the target group. 
Also, the awareness about the topic, prior to the questionnaire, af-
fected the behavior on the self-reported perception of privacy but 
not on the actual behavior. The prior bias on the questionnaire was 
not statistically significant on the amount of information disclosed. 
Additionally, we obtained from the qualitative analysis two hypoth-
eses on how the participants made the risk assessment of their 
data disclosure. Mainly, we observed that the context in which the 
data is given away affects the notion of private data, as well as 
the importance of the notion of coerced digital participation for 
the participants. With this, we give a first overview on if and how 

the Privacy Paradox is present in the students in Munich. Further 
work, from a theoretical perspective, could be focused on realizing 
a quantitative analysis on the hypothesis from the qualitative study, 
along with additional theoretical study regarding the factors that 
affect the Privacy Calculus. From a practical perspective, further 
work can be developed on designing tools or mechanisms that 
enable the users to regain ownership of their data. This could be 
done, for example, by making the data transaction process trans-
parent and informing the users abouts its risks and implications, 
not only from a personal security perspective, but also from an 
ethical and a political one. 
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Self-reflection
At the beginning, we had very little idea how our time as a group in 
the TUMJA would work out. Our group found each other partially 
because of a mutual interest in the topic of data privacy, partial-
ly at random because the others seemed like nice people to be 
in a group with. We were happy to see what a diverse group we 
were, with each member coming from completely different fields of 
study, several group members coming from different countries and 
one group member even coming from a university that was not the 
TUM. We found our tutors and supervisors quickly and naturally, 
and were excited to embark upon our time in the TUMJA and our 
topic of data privacy.

As for many groups, we needed some time to figure out what ex-
actly we wanted to focus our project on. After many discussions in 
and around the field of data privacy, we finally settled on the topic 
of the Privacy Paradox, a phenomenon that appealed to everyone 

in the group, and something we felt that everyone could relate to. 
The more complicated portion came after we had decided on the 
topic: we were certain from the beginning that we wanted to incor-
porate art closely into our project. While this decision was clear, it 
took many discussions to decide how to best combine arts and 
sciences within our topic. Guided by the cultural management and 
social sciences backgrounds present in our group, we tried to be 
very mindful to include artists into our projects as equals, rather 
than approaching them with a finished project for them to add to 
artistically. Although we were uncertain for a long time how (and if) 
our plans would work out, we are all delighted to have found ex-
cellent artistic partners in Kilian Sladek and Laila Bierling. Through 
several intensive workshops, together we managed to combine 
our ideas, knowledge and inspiration to produce the “Human Al-
gorithm,” an artistic reflection on the Privacy Paradox and its im-
plications.
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Now, at the end of our time as members of the TUMJA, we are very 
satisfied with what we have accomplished as a group. Although 
the COVID-19 pandemic meant that almost all of our meetings had 
to take place online instead of at a Biergarten as would have been 
our preference, we are happy to have been part of a great group 
with great people. We are proud to present the results of our group, 
including of course the “Human Algorithm,” but also a short video 
documentary about the project process, a virtual exhibit, a website 
with tips on how to protect your data, and even a brief collabora-
tion with a Bavarian minister, to name a few. 

We would like to say a huge thank you to our supervisors Peter 
Gritzmann and Maurice Lausberg as well as our tutors Daniel 
Schwinger and Eva Biehl, for being patient with us and helping us 
so much along the way. Of course, we would also like to thank Kil-
ian Sladek and Laila Bierling for being integral in making the “Hu-

man Alorigthm” a reality – this project truly would not have been 
possible without you. Finally, we would like to thank ProLehre Me-
dien und Didaktik for helping us to create our video documentary, 
as well as the DAC Artemis Studentenförderverein e.V. for helping 
us to finance the documentary process. Thank you also to the Ba-
varian Staatsministerin für Digitales, Judith Gerlach, for taking time 
out of her busy schedule to support our project as an ambassador. 
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POSTER 1: 

Intermediate Evaluation – May 2020
In this poster, we reached the first convergence 
point in our definition of the topic of the project. 
We started from the general topic of data privacy, 
asking how people perceived this concept, until 
we became interested in the dichotomy between 
the concern that people have regarding the dis-
closure of data and their actual private behavior, 
which led us to define the privacy paradox as our 
main topic. From this point, there were several 
challenges that we needed to tackle such as the 
formulation of the research question. The initial 
idea was to investigate the role played by the ben-
efits of online services on the privacy behavior of 
students in Munich. This following the goal of rais-
ing people’s awareness of the privacy paradox. 
The most interesting challenge that we found at 
this point of the project was how to include an art-
ist into the whole project. Ideally, we wanted them 
to participate throughout the whole process and 
not only at the end as a communication challenge 
of our findings. It was not even clear at this stage 
if we would be able to find any interested artists. 
However, our focus at that moment was to contin-
ue the progress on the research phase. �
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POSTER 2: 

Symposium Class 2019 – October 2020
By October 2020, we were able to expand our 
knowledge of the Privacy Paradox through com-
prehensive literature reviews. The central method 
of our scientific work was an experiment that we 
conducted with about 150 students from Munich. 
The results were extremely significant and can be 
regarded as a scientific foundation for the view 
that the Privacy Paradox is a phenomenon that 
we can observe in our immediate environment. In 
addition to this research work, after the first re-
laxation of the pandemic legislation, we had new 
hope for a physical event with art projects around 
the topic of data privacy. A few weeks after the 
poster, however, we realized that we had to find 
other creative solutions to bring our results into 
dialogue with the arts. �
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POSTER 3: 

Intermediate Evaluation – May 2021
This poster represents the first moment in which 
our whole project showed some tangible develop-
ment in the artistic phase of our project. This was 
the most critical milestone at that moment for the 
group in the sense that we managed to materialize 
a collection of abstract ideas, regarding how to 
integrate our scientific results with the artists, into 
an exciting jazz-video composition concept real-
ized by Killian Sladek and Laila Bierling. We had 
an additional main result regarding the definition 
of the concept for our website “Exhibition Fish 
Tech Hub,” which was created to guarantee the 
sustainability of the project, in accordance with 
the official TUM: Junge Akademie 2020 program. 
Additionally, we managed to get the Bavarian 
Minister of State Digital Affairs, Judith Gerlach, for 
what we planned at the moment to be the ambas-
sador’s program of our project. This part of the 
project was for us probably the most satisfying at 
that moment, in the sense that we managed to 
overcome the huge difficulties we had in mov-
ing from the abstract initial concept to a tangible 
one, plus the additional constraints caused by 
the pandemic on the possible collaboration with 
the artists. Up to this point, there were still sever-
al challenges to overcome, such as finishing the 
scientific phase of the project and producing a 
coherent storyline, consistent with artistic cooper-
ation. In addition, we had to formulate a concept 
for the documentary sub-project which would aim 
to share our experiences and the process of co-
operation with the artists.�
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POSTER 4: 

Symposium Year 2020 – October 2021
At the end of the 20 months of the scholarship, we 
look back on our time in our team with great grat-
itude. In the first step, we approached the topic 
of data privacy and especially the privacy para-
dox as researchers, looking for insights into how 
concrete and provable the challenges are that 
we perceive in our daily lives. The results proved 
unequivocally that the Privacy Paradox is a phe-
nomenon that is robustly present in our immediate 
environment at the university. We are particularly 
proud of the next step, which we took with a lot 
of work and discussion: We brought our research 
findings into dialogue with professional artists to 
find new and personally touching ways to shed 
new light on this relevant topic. With the opening 
of our virtual exhibition and the online and live pre-
miere of HUMAN ALGORITHM, we have reached 
milestones – thanks to the TUM: Junge Akade-
mie – that have greatly enriched us as a team and 
each of us personally.  �
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